Supporting Information

Appendix S5 
Likelihood of the model and prior description

The likelihood of the observed five years radial growth (ypi) based on a log-normal distribution of mean Gpi (see eqn 1) and variance 
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 is given by:
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eqn S5.1
We used a flat conjugate prior with inverse-gamma distribution for variance 
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, a conjugate log-normal prior for αp, β1, β2 and β3, and a flat unconjugate prior for λks.  The first-level priors were a log-normal prior for β 
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 (based on the results of models with no species specific competitive effect), an inverse-gamma prior for 
[image: image5.emf]σ

2

 
[image: image6.wmf](

)

(

)

1

.

0

1

2

,

IG

=

σ

p

, and a normal prior for λks 
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. αp was modelled as a random log-normal variable accounting for plot effect, with mean α and variance Vp (
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). The second-level priors were a flat inverse-gamma prior 
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 and a non-informative log-normal prior 
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To keep the parameters within a biologically meaningful range and to help MCMC convergence we bounded prior within a plausible range of values. Studies have generally concluded that there is a positive effect of degree-day sum (DD), and a negative effect of drought, on tree growth (see Rickebusch et al. 2007).  We therefore decided to constrain our estimation to have a positive effect of both DD and WB by setting a positive boundary to the prior.

MCMC simulation and diagnostic

All statistical analyses were performed in R.2.13 Software (R Development Core Team 2008) for data manipulation and JAGS 2.1.0 (Plummer 2003) for hierarchical Bayesian modelling. We checked for convergence with two Monte Carlo Markov Chains (MCMC) using the potential scale reduction factor Rhat, setting our convergence threshold at Rhat <1.1 as recommended by Gelman et al. (2004). We ran MCMC for 30 000 iterations with a 5000-iteration burn-in period and selecting every 25th iteration to estimate the posterior distribution.
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